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Abstract— Stock exchange is one of the famous economical 
strategy that finally find its way to be experimented with ever
growing Machine Learning (ML) algorithm. With ML, many 
aspects regarding stock is learnable, to the point where one can 
predict stock prices. Although tempting, stock price prediction 
is still a challenging task due to its natural dynamic and real
time movement. Thus, predicting stock prices are deemed 
unseemingly. On the other hand, different patterns of stock 
prices are capable of represent a whole lot of detailed data, 
which is in favor for Deep Learning. In this study, we conducted 
an experiment of predicting the close stock price for 25 
companies. To ensure data reliability and regional notion, these 
selected companies are officially enlisted in the Indonesia Stock 
Exchange (IDX). The two ML algorithms used for this 
experiment are the Long Short-Term Memory (LSTM) and 
Extreme Gradient Boosting (XGBoost), both known for its high 
accuracy of prediction from various representative data. By 
setting two thresholds, we were able to present a trading 
approach: when to buy or when to sell. This prediction result 
from the ML algorithm using in the ensuing trading approach 
leads to distinct aspects of benefit. In this experiment, XGBoost 
shown best performance by 99% prediction accuracy result.

Keywords—Stock Market Prediction; Indonesia Stock 
Market; Meta Algorithm; XGBoost; LSTM

I. In t r o d u c t io n

The stock market is an ever-growing investment 
instrument in not-a-game-of-chances business consisted with 
many unpredictable moments [1]. The stock exchange has 
always tended to be a risky arena for those outside banking 
and numbers. Many are perplexed and find it difficult to 
comprehent its inherent yet comprehensive data. The data 
stream itself is ever-changing in real-time, makes it harder for 
traders to build a profitable strategy. This type of time series 
forecasting data is deemed one of the most troublesome task 
[2], [3]. However, a prediction strategy is doable by Machine 
Learning (ML), as in fact, the stock market generates more

data overtime. The ability of ML algorithm to predict with 
high precision for many field is astonishing [4]-[6], including 
of providing insight for traders of when it is the right time to 
buy stock at low price or when to sell stock at high price and 
ultimately, gained profit [3], [7]-[9].

As one of the well-known and famous financial economics 
theories, Efficient Market Hypothesis (EMH) took 
information for the prices of the securities. These prices 
already reflect most information and according many 
researches [1], [9], [10], are hardly outperforms the market. 
EMH is known for its three variants, namely low form is the 
weak one, a semi-solid form is the semi strong one, and a solid 
form is the strongest one. The first form is the weakest one, 
expresses all information collected from previous trading 
records of shares sector. The second a semi-solid form which 
is semi strong one, have continuously adapting to newly 
available information, changing prices’ values almost 
constantly. At last, the strong form requires insider or private 
information regarding each company, to make a better 
custom-made model suitable for traders or even other 
companies [10], [11]. Nevertheless, the EMH is oftentimes to 
be argued about due to its controversial findings [11]. An 
excellent example that are causing questions regarding EMH 
is Warren Buffet, who have earned continuous profit with an 
interminable period of time and really is consistent in 
outperforming the chaotic stock market. The beginning era of 
Artificial Intelligence (AI) with its hungry-of-large-data 
character, has pushed researchers over the years to automate 
the process of calculating necessary strategy to act in the stock 
market. An increased computational capabilities of AI shines 
a light in decision-making step for traders and arguably 
Warren Buffet in his practices, as AI is able to forecast the 
stock prices; it thrives on real and naturally huge number of 
data [3], [7], [12].

In this experiment, we used the Python as the overall 
programming language, as it is easily adapting to data and its
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feasibility to be implemented with available pre-built models 
[3], [7], [12]. Specifically, we built the Long Short-Term 
Memory (LSTM) model. While the LSTM being compared to 
traditional neural network, the LSTM has a success attributed 
in central component to time series forecasts, namely the 
memory portion. In terms of performance comparison, we also 
compared LSTM with the Extreme Gradient Boosting 
(XGBoost), which is also a versatile ML algorithm. We 
compared the XGBoost and LSTM algorithm to get some 
comparable result which is best in the times series case of 
forecasting.

To be compliant to real data, we provided historical stock 
market data of 25 different companies, which all are listed in 
Indonesia Stock Exchange (IDX). Both ML algorithms are fed 
by historical stock market data to predict the future value of 
stocks.

We disclosed each sections in this paper as follows: 
Section I explains the behavior aspect on stock market world; 
the chaotic, random, and its very unpredictable condition. 
Section II presented material and algorithms, instead of data 
collection and proposed technique to solve this problem. 
Section III show some experimental results from both LSTM 
and XGBoost respectively. The final conclusion and future 
work is provided in Section V.

II. Ma t e r ia l s  a n d  Al g o r it h m s

In this section, we elaborates the dataset being used for 
the experiment, and also what it represents for. The 
algorithms being used is both versatile ML algorithm, 
namely, LSTM and XGBoost.

A. Stock Market Data from Indonesia Stock Exchange
In this experiment, we thrive to predict the closing prices 

of 25 companies listed in Indonesia Stock Exchange (IDX), 
which is adjusted in daily constant. We used the data from the 
previous n  days. The data being fed is ranging from 2000 until 
2019 and are available in the Kaggle, the platform of public 
dataset of various representative data [13].

6000 

|  5000
Q |  I
"g 4000

I  3000
a
|  2000

1000 I ■
0

CE CO □  1/1 <  CL o
- !  I -  ££ CO 5  U -  DC
<  <  m  LU ^  £E

LLI

Foreign Companies

[16]. Gradient Boosting is a weak classifier (WC) convertion 
process into a much stronger classifier (SC). This process is 
repeated according to the needs of the desired model, which 
in this case is the stock market prediction. The “boosting” 
terms is inline with the engineering goal to maxed out the 
boosted tree algorithms performance from the computational 
resources, even to push its limit. Ever since its introduction in 
2014 [15], and various outstanding experiments report of 
XGBoost, it has been one of the most sought out algorithm in 
implementation.
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Fig. 2. Logic implementation by recursive forecasting

Tianqi Chen is the creator of the XGBoost, reporting good 
value of the algorithm by using gradient descent algorithm to 
ensemble a set of Classification And Regression Trees 
(CART) [16]. The CART outperforms one tree, showing 
powerful predictive ability. In essence, the trees acts as judges 
in the court, voting altogether for the most likely result. It is 
continuously adding new models and correcting the errors of 
previous models, ultimately minimizing loss [16]. A decision 
tree is a man-made pattern that begins from a single non-leaf 
node that divides into various outcomes. The outcomes would 
later connecting to different outcomes, in a divisive branch 
fashion. Every non-leaf node depicts the test on a particular 
feature, every branch depicts the outcome of the mentioned 
feature, and every each leaf node deposits a classification. If 
disbanding is completed for will element, the one with the 
least loss is deemed to be the better disbanding criterion and 
will be set as the node that has a rule.

Fs ta r t  = 0 (1)

Ft im e (%) = Ft im e - i (X) + p(X) (2)

p = new decision (3)

Objective (Ft im e j B(Fi im e 'j + + ^ tim e  j (4)
Fig. 1. Plotting stock from each company in single days

The indicators of marketing trading are using for the 
features, e.g.: the prices from minimum and maximum, 
opening and closing price, at last the price volumes [8], [13]. 
Fig. 1 plotted the example of foreign stock data in days 
duration.

B. XGBoost as the Meta Algorithm
The Extreme Gradient Boosting (XGBoost) is one of the 

most favorable ML techniques [14], [15]. It has numerously 
showing admirable performance using various of data [14],

The disbanding cycle continues to take place on a periodic 
basis until the termination condition is fulfilled. In short, the 
set of WCs can create a single SC, as the WCs does far better 
than random classifiers, and the SC are the result of correcting 
WCs based on new input data [16].

For boosting techniques, the additive training approach is 
used in each phase where a week classifier is applied to the 
model. L is the loss feature that defines the predictive 
capacity, and B is the regularization feature that acts as an 
overfit controller.
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Fig. 3. General LSTM Architecture [17]

C. LSTM Architecture for Stock Market Modeling
In the past, the Recurrent Neural Network (RNN) has been 

developed into new type of neural network architecture, and it 
being hype to every community, it called the Long Term-Short 
Memory (LSTM) algorithm [18]-[20]. The LSTM algorithm 
is capable on handling the learning process on time series- 
based forecast, for a very long-term dependencies. It also work 
best with large type of problems. Along the way, LSTM 
eventually receive a well-contributed modification by modern 
researchers. General RNN structure was designed like a chain, 
reiterating back to previous layers.

When in fact, LSTM have four network layers specially 
interacting with each other. In general, LSTM is augmented 
by the “forget” gates. These gates is controlled as any error 
can be backpropagated through any number of layers. Such 
mechanism enables LSTM to learn from previous steps, 
reducing error effectively. Fig. 3 shown the general LSTm  
architecture.

f t  = o(Wf x  \ht_ i ,x t] + bf ) (5)

ACt = tanh(Wc x  [ht_ i ,x t] + bc) (6)

it = a(Wt x  [ht_ i ,x t] + bi) (7)

Ct = f t  x  Ct_i + h x  hCt) (8)

ot = Z(W0 x  [ht_i ,x t] + bf) (9)

ht = ot x  tanh(Ct) (10)

III. Ex p e r im e n t a l  Re s u l t s

Before we deliver the data into XGBoost and LSTM, the 
data were first properly break into preparation data, testing 
data and evaluation data. Training data or staging of data 
preparation is used for parameter tuning in both algorithm, 
whereas testing data were fed as both algorithm yielded 
promising result. Training data included 60% of the total 
instances, validation data included 20% of the total instances,

and training data have the rest of instances, namely 20% of 
overall instances.

It is an open secret that Deep Learning (DL) poses 
problems as the huge architecture and its data hungry 
behavior, which impacted directly on computational cost and 
computational time. However, this was not the case for both 
algorithm we applied in this study.

A. Prediction using XGBoost
The obvious strategy of XGBoost in our experiment is as 

follows: the learning model of XGBoost is built upon the 
training data, while we tune out every hyperparameters using 
the validation data, and test data is fed for final result.

Fig. 4. Plot result shows the predictions using XGBoost

Applied features are the open prices, maximum prices, 
minimum prices, closing prices, and the volumes. The n  days 
applied accordingly between training data, validation data, 
and testing data. Fig. 4 showing the result of XGBoost stock 
market prediction, yielding result at 99%. The vertical axis 
showed the monthly Return of Investment (ROI), while the 
horizontal axis showed the time variable (in YYYY/MM 
format).
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Number of Iterations

Fig. 5. Error chart in XGBoost using RMSE evaluation metric

In contrast, Fig. 5 showing error for the XGBoost 
algorithm. The error is in Root Mean Square Error (RMSE) 
metric, while presented in every iterations between duration 
of 60 days and 90 days.

B. Prediction using LSTM
Recently, the LSTM is a deep learning-based 

methodology which has been developed to deal with the issue 
of descent gradients in overlong continuance. According to 
their architecture, LSTM renew up to three gates. The first two 
gates, update and forget gates determine the update of each 
element in the memory cell [17], [21].

Fig. 6 showing loss graph of 0.005% by the last epoch. In 
LSTM, we used 10 epoch/learning iteration, which its 
improvement can be seen by the Fig. 6. In the Fig. 7, we 
showed a histogram chart with reality-based data, and in 
comparison with predicted data. We also applied a buy and 
sell simulation, according to our predicted histogram units.

TABLE I. Buy and Sell Simulation with LSTM Prediction

D ate &  
M on th  

(in  2017)
A ction

Price
(U SD )

Investm ent
V alue

B alance

7 Sept Buy 4,679.
75 0% 5,323.8995350

00001

14 Sept Buy 4,625.
55 -1.15% 9,949.44946

20 Sept Buy 4,657.
91 0% 5,291.549375

25 Sept Sell 4,604.
85 -1.13% 9,896.3992299

99999

11 Oct Buy 4,946.
25 0% 4950.1492299

99999

16 Oct Sell 4,960 0.27% 9,910.1492299
99999

24 Oct Buy 4,852.
7 0% 5,057.4493399

99999

1 Nov Sell 5,127.
5 5.66% 10,184.94934

13 Nov Buy 5,128.
8 0% 5,056.1993399

99999

TABLE II. Performance Comparison from Previous Work

Loss Graph

Epoch: 8, avg loss: 0.005403561560659914
Epoch: 9, avg loss: 0.0056938159500714396
Epoch: 9, avg loss: 0.0042768265047925524
Epoch: 10, avg loss: 0.006533828570973128
DonetraininglEpoch: TO, avg loss: 0.0053388T2239933759
Done training!

A u thor Y ear
A ccuracy

X G B oost LST M
Dey et al. [22] 2016 88% -
Vargas et al. [23] 2017 - 65.08%
Roondiwala et al. [18] 2017 - 99.92%
Chatzis [16] 2018 45% -
Cai et al. [24] 2018 - 66%
Nobre and Neves [25] 2019 49.26% -
Basak et al. [26] 2019 94.79% -
This proposed  
experim ent

2020 99% 99.995%

Table I shown the buy and sell units simulation from one 
company, using our predicted model ranging in the year 
2017. We fixed five units to be bought or sold, with a total of 
USD 10,000 as a fixated initial money. Table II compared the 
accuracy result from this work with other previous work.

Fig. 6. Loss graph using LSTM

The next gate, namely the output gate, determines the 
amount of information to be shown as output for activation to 
the next layer. A dropout layer in between two LSTM layers 
are constructed to avoid overfitting.

921.79*69*0229876 981.452332516637.1 1041.1099710102672 1100.787609503937 1160.425247997586 T 1220082886491235*

Real Histogram Predicted Histogram

Fig. 7. Histogram chart of real data and predicted data

IV. Co n c l u s io n  a n d  Fu t u r e  Wo r k s

A trading strategy is badly needed in stock market 
business. The stock market is never about a game of chance; 
it means to be an investment instrument. Thus, the decision 
of buying and selling units cannot be done randomly, it 
should be a whole profitting strategy.

Advancement of Machine Learning (ML) in the past few 
years have surely shine a bright light to traders. Numerous 
research regarding stock market, ranging from selecting best 
technical indicators, recognizing stock market behavior, 
classifying necessary strategywith selected stock market data 
has been done. The research that is hugely beneficial for 
traders are the stock market prediction. In this study, we 
successfully built the model of two algorithms of ML, namely 
the Extreme Gradient Boosting (XGBoost) and the Long 
Short-Term Memory (LSTM). Both have shown an 
outstanding accuracy in prediction result.
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However, LSTM does provide a small incremental 
accuracy than XGBoost, by 0.005% difference. Despite 
having two different iterations learning number, which is 25 
iterations for XGBoost and 10 iterations for LSTM, the 
LSTM yield optimal accuracy value in the 10th iteration. 
Ultimately, we have found that our model of XGBoost is able 
to match LSTM, which is “naturally” built for time-series 
data forecasting.

In the future, we set to believe in using various number of 
other technical features to provide much more real and 
detailed insight to both data and result. Furthermore, another 
ML algorithm with more rules and multiple features 
processed can be employed in order to yield a beneficial 
information to the traders.
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